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Introduction

Problem description: The group recommender system plays an
important role in current web applications to recommend movies,
news, songs, games, and other items according to group member
preferences. Our project goal is to implement a novel group
recommender system which can give the most suitable
recommendations for groups.

Importance of this project: Our model is meaningful to those
people who want to get recommendations for their groups, such as
entertainments with families and travels with friends. This model
could help groups select their favorite items according to their
common preferences and save their valuable time in the most effective
way.
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Approaches: Baselines

Attentive Group Recommendation (AGREE) [1]: In the
representation layer of this model, an attention mechanism is adopted
to represent groups, where group members and items are embedded
first, then sent to a neural attention network to get the group
embeddings. Later, these group embeddings are stacked with item
embeddings in the pooling layer, then sent to hidden layers and the
following prediction layer. The neural collaborative filtering (NCF) is
used here to learn the group/user-item interactions.

Group Information Maximization (GroupIM) [2]: Data-driven
regularization strategies are proposed to exploit both the preference
covariance amongst users who are in the same group, as well as the
contextual relevance of users’ individual preferences to each group.
The recommender architecture-agnostic framework GroupIM can
integrate arbitrary neural preference encoders and aggregators for
ephemeral group recommendation.
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Approaches: DRGR

Effectiveness of DRGR: Markov Decision Process (MDP):

State space S: A state st = [g , ht ] ∈ S represents the state of a
group at time t with its group id g and the browsing history ht .
Action space A: An action at ∈ A is an item recommendation.
Reward R: A reward rt ∈ {0, 1} is the group response to one
recommendation at at the state st .
Transition probability P: The p(st+1|st , at) to measures how the
environment evolve with the time t.
Discount factor γ: The γ ∈ [0, 1] valuates future reward.

An agent (recommender) will try to maximize its rewards through
interactions with the environment (groups) by finding one policy
(recommendation rule) π : S → A. This allows DRGR solving this group
recommendation problem. Novelties of DRGR:

Generalization of the DRL framework to the group recommendation
task with a group member self-attention mechanism.
Consideration of the task dynamics property with a MDP formulation
to learn the temporal structure of the data.
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Approaches: DRGR

DRGR descriptions: Agent:

State embedding is to embed
one state st = [g , ht ] to its
embedding st by combining
one group preference g with its
browsing history ht .

Actor is to input one
embedded state st and output
one action weight wt , where
wt can generate an action at .

Critic is to assign the Q-value
Q(st , at) to one state-action
pair.

The deep deterministic policy
gradient algorithm is applied.
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Figure 1: The framework of the agent.
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Data

Data source:

MovieLens-1M [3] dataset:
5-star rating from MovieLens,
a movie recommendation
service, downloaded from
MovieLens website1.

Data preprocessing
(MovieLens-Rand): randomly
generating groups with 2-5
users; assigning group ratings
to movies based on group
members’ ratings; 100
rating-missed items are
randomly sampled for each
rating.

Table 1: Properties of the
MovieLens-Rand (U-I and G-I for
user-item and group-item).

Property Number

# Users 1626
# Items 1998

# Groups 1000
# U-I ratings 438 129
# G-I ratings 53 248

Avg.# ratings/user 269.45
Avg.# ratings/group 53.25

Avg. group size 2.19

1https://grouplens.org/datasets/movielens/
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Experiments and Evaluations

Experimental setup: Both user and group rating data from
MovieLens-Rand are split into training, validation, and testing
datasets with the ratio of 70%, 10%, and 20% respectively by the
temporal order. All models are trained on the training set, the
hyper-parameters are tuned on the validation set, and the evaluation
of models is done on the testing set. The codes are run on the Google
Colab 2, where one Tesla P100-PCIE-16GB GPU is used. The Python
version is 3.7.10, and the PyTorch [4] version is 1.8.1.

Evaluation metrics: The evaluation metrics are recall (RECALL@K)
and normalized discounted cumulative gain (NDCG@K), where K is
the number of recommendations and K = {5, 10, 20}.

2https://colab.research.google.com/
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Results

Table 2: Results on the MovieLens-Rand dataset.

Metric R@5 R@10 R@20 N@5 N@10 N@20

AGREE 0.4006 0.5591 0.7335 0.2737 0.3250 0.3691
GroupIM 0.1576 0.1688 0.2497 0.1597 0.1602 0.1891

DRGR 0.2885 0.4328 0.5572 0.1874 0.2336 0.2653

Comparisons of DRGR with baselines:

DRGR performs better than GroupIM but worse than AGREE.
GroupIM targets ephemeral groups lack of historical interactions. But
MovieLens-Rand has a relative large average number of group
ratings (53.25), where DRGR can learn long interaction history.
AGREE has a neural attention mechanism to learn influences of group
members for different items. However, DRGR only uses one
self-attention mechanism to aggregate group member preferences but
ignore their interactions with different recommendation items. This
makes DRGR inflexible when items are diverse.
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Conclusion and Future Work

Conclusion: We propose a novel Deep Reinforcement learning based
Group Recommender system (DRGR). Actor-critic networks are
implemented with the deep deterministic policy gradient algorithm.
The DRGR model is applied on the MovieLens-Rand dataset with two
baselines, AGREE and GroupIM. Comparing their results, we find that
DRGR performs better than GroupIM due to long interaction histories
but worse than AGREE because of the self-attention mechanism.

Future work:

An updated attention network in the state embedding layer with one
neural attention mechanism to combine the group member embeddings
and history item embeddings then generate one new state embedding.
This neural attention can allow different group members have different
influences when the group has various item histories.
The Deep Sets [5] algorithm to aggregate group member state
embeddings, where each group member embedding will consist its user
preference embedding and its browsing history item embeddings.
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