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• Temporal Point Processes (TPPs) are essential for modeling sequences of events 

over time in domains such as social networks, urban mobility, and e-commerce.

• Traditional TPP models struggle to capture both semantic richness and complex 

temporal patterns, often relying on categorical event representations and handcrafted 

features.

• TPP-LLM introduces a novel integration of Large Language Models (LLMs) with TPPs, 

enabling semantic-aware and temporally-informed event prediction.
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• Marked TPPs model event sequences 𝒮 =

𝑡1, 𝑘1 , , … , 𝑡𝑛, 𝑘𝑛 , where each event has a 

timestamp 𝑡𝑖 and type 𝑘𝑖. The goal is to predict the 

next event's time and type given the history ℋ𝑡.

• The conditional intensity function λ 𝑡, 𝑘 ℋ𝑡  defines 

the instantaneous rate of observing an event of type 𝑘 

at time 𝑡:

λ 𝑡, 𝑘 ℋ𝑡 = lim
∆𝑡→0

𝔼 𝑁𝑘 𝑡 + ∆𝑡 − 𝑁𝑘 𝑡 ℋ𝑡

∆𝑡
.

• Neural TPPs use models like RNNs or transformers to 

learn the intensity function from data. Given event 

embeddings 𝑒𝑖, hidden states are updated via ℎ𝑖 =

𝑓 ℎ𝑖−1, 𝑒𝑖  to capture complex temporal and type 

dependencies.
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• TPP-LLM models event sequences by combining 

textual descriptions of event types with temporal 

embeddings, enabling the model to learn both 

semantic and temporal patterns.

• Each event type 𝑘𝑖 is tokenized and embedded using a 

pretrained LLM, while the corresponding time 𝑡𝑖 is 

mapped to a temporal embedding 𝑓temporal 𝑡𝑖 , 

such as sinusoidal positional encoding.

• The combined embeddings are processed by a 

decoder-only transformer, generating hidden states 

ℎ𝑖 used to compute:

▪ The intensity function: λ𝑘 𝑡 ℋ𝑡 = softplus൫

൯

𝛼𝑘ሺ

ሻ

𝑡 −

𝑡𝑖 + 𝒘𝑘
𝑇𝒉𝑖 + 𝑏𝑘 .

▪ The next event type: ෠𝑘𝑖+1 = argmaxሺ𝑾type
𝑇 𝒉𝑖 +

𝒃typeሻ.

▪ The next event time: Ƹ𝑡𝑖+1 = 𝒘time
𝑇 𝒉𝑖 + 𝑏time

• LoRA-based fine-tuning is applied to adapt the LLM 

efficiently by injecting trainable low-rank matrices into 

attention layers, reducing the number of parameters 

while preserving performance.

• Evaluated on five real-world datasets: Stack Overflow, Chicago Crime, NYC Taxi, U.S. 

Earthquake, and Amazon Review, each with event timestamps and textual type 

descriptions.

• Compared with neural TPP baselines: NHP, SAHP, THP, AttNHP, and ODETPP, using log-

likelihood, type prediction accuracy, and time prediction RMSE.

• Built on lightweight foundation models, including TinyLlama-1.1B and Gemma-2B, 

using 4-bit quantization and LoRA for efficient adaptation.

• TPP-LLM consistently outperforms most baselines, especially in event type accuracy 

and time prediction on complex or semantically rich sequences.

• TPP-LLM integrates pretrained LLMs with TPPs, 

enabling joint modeling of event semantics and 

temporal dynamics for improved event prediction.

• Through PEFT, the model achieves strong 

performance across diverse real-world datasets, 

consistently outperforming existing baselines in both 

sequence modeling and event prediction.
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